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# 1. Ejercicio 1

**Apartado A:**

Los valores de la variable X2 ordenados de menor a mayor son los siguientes:

**1, 1, 2, 2, 2.5, 3.5, 4, 4, 6, 7, 8, 10.**

Si se va a dividir en dos intervalos utilizando igual frecuencia, al tener doce elementos en el conjunto de entrenamiento lo que se hará es incluir 6 elementos en cada intervalo. Por tanto, los intervalos serán (ajustando el primer y último intervalo a menos infinito e infinito respectivamente):

**Intervalo 1:**

**Intervalo 2:**

Como se puede observar, hemos tomado para el principio y final de los intervalos 3.75, que es la media entre el 3.5 del último elemento que debería entrar en el intervalo 1 y el 4 del primer elemento que debería entrar en el intervalo 2.

**Apartado B:**

Para esta discretización, nos interesa observar los valores de X1 junto a sus valores de clase correspondiente:

|  |  |
| --- | --- |
| **X1** | **Clase** |
| 1 | azul |
| 1 | azul |
| 1 | rojo |
| 3 | azul |
| 3 | rojo |
| 3.5 | azul |
| 5 | rojo |
| 5 | azul |
| 5 | azul |
| 7 | rojo |
| 7 | azul |
| 9 | rojo |

En esta discretización, buscaremos el umbral que nos de la mayor **ganancia de información**.

**Primera partición:**

La entropía actual de la clase es:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Umbral** | **1** | **3** | **3.5** | **5** | **7** |
| **H(Subintervalo 1)** | 0.918 | 0.971 | 0.918 | 0.918 | 0.946 |
| **H(Subintervalo 2)** | 0.991 | 0.985 | 1 | 0.918 | 0 |
| **H(C|X1)** | 0.973 | 0.979 | 0.959 | 0.918 | 0,867 |
| **Ganancia de información** | 0.007 | 0.001 | 0.021 | 0.062 | **0,113** |

Se desarrollará un umbral para que se entienda el proceso. El resto de los umbrales no serán desarrollados para ahorrar espacio:

* X1 <= 1
  + Subintervalo 1: {azul, azul, rojo}. **Entropía:**
  + Subintervalo 2: {azul, rojo, azul, rojo, azul, azul, rojo, azul, rojo}. **Entropía**:
    - 1
  + **Entropía conocida la variable:**
  + **Ganancia de información:**

Como se observa en la tabla, el umbral que más **ganancia de información** nos ha dado es 7 (X1<=7). Por tanto, los intervalos que se tomarían serían los siguientes (tomando de nuevo un valor ligeramente superior al umbral para los intervalos):

**Intervalo 1:**

**Intervalo 2:**

**Segunda partición:**

Para añadir un tercer intervalo, tenemos que particionar alguno de los intervalos anteriores. El intervalo 2 no se puede particionar de nuevo (solo entra un caso en ese intervalo), por lo que particionaremos el intervalo 1. Los valores son los siguientes:

|  |  |
| --- | --- |
| **X1** | **Clase** |
| 1 | azul |
| 1 | azul |
| 1 | rojo |
| 3 | azul |
| 3 | rojo |
| 3.5 | azul |
| 5 | rojo |
| 5 | azul |
| 5 | azul |
| 7 | rojo |
| 7 | azul |

La entropía actual de la clase es la siguiente:

Las ganancias de información para cada posible umbral son las siguientes:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Umbral** | **1** | **3** | **3.5** | **5** |
| **H(Subintervalo 1)** | 0.918 | 0.971 | 0.918 | 0.918 |
| **H(Subintervalo 2)** | 0.954 | 0.918 | 0.971 | 1 |
| **H(C|X1)** | 0.945 | 0.942 | 0.942 | 0.933 |
| **Ganancia de información** | 0.005 | 0.008 | 0.008 | **0.017** |

Como se observa en la tabla, el umbral que más **ganancia de información** nos ha dado es 5 (X1<=5). Por tanto, los intervalos que se tomarían serían los siguiente:

**Intervalo 1:**

**Intervalo 2:** (5.5, 7.5]

**Intervalo 3:**

**Apartado C:**

Para obtener la **estructura** del TAN (Tree Augmented Naive Bayes), debemos hacer un árbol de peso máximo entre todas las variables predictoras. En este caso, al haber únicamente dos variables (X1 y X2), solo existirá un posible arco en el árbol (que se tomará).
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Lo único que queda ahora es aprender los parámetros de TAN utilizando **suavizado de Laplace:**

|  |  |  |
| --- | --- | --- |
| **P(Clase)** | **Clase = azul** | **Clase = rojo** |
|  |  |  |

|  |  |  |
| --- | --- | --- |
| **P(X1|Clase)** | **Clase = azul** | **Clase = rojo** |
| **X1 =** |  |  |
| **X1 = (5.5, 7.5]** |  |  |
| **X1 =** |  |  |

Para la siguiente tabla, las correspondencias son:

* X1=1 → X1 =
* X1=2 → X1 = (5.5, 7.5]
* X1=3 → X1 =

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **P(X2|X1,Clase)** | **Clase = azul** | | | **Clase = rojo** | | |
| **X1=1** | **X1=2** | **X1=3** | **X1=1** | **X1=2** | **X1=3** |
| **X2 =** |  |  |  |  |  |  |
| **X2 =** |  |  |  |  |  |  |

**Apartado D:**

* **(2, 9, rojo)**

Discretizando, tendríamos que y **.**

Al ser mayor la probabilidad cuando la clase es azul, este caso se clasificará como **azul**. Esto supone un **error**.

* **(4, 5, rojo)**

Discretizando, tendríamos que y **.**

Al ser mayor la probabilidad cuando la clase es azul, este caso se clasificará como **azul**. Esto supone un **error**.

* **(8, 6, azul)**

Discretizando, tendríamos que y **.**

Al ser mayor la probabilidad cuando la clase es rojo, este caso se clasificará como **rojo**. Esto supone un **error**.

La tasa de acierto de este clasificador ha sido de **0%** respecto al conjunto de prueba.

**Apartado E:**

Para construir un clasificador TAN, son necesarias dos partes: especificar la **estructura** y aprender los **parámetros**.

Para especificar la **estructura**,es necesario conocer la **información mutua** **condicionada a la clase** de todos los pares de variables. En este caso, tendríamos dos variables predictoras (una discretizada y una continua), pero en principio es posible calcular esta información, aunque una de las variables sea continua.

Por otra parte, para aprender los **parámetros** se utiliza principalmente la probabilidad condicional (probabilidad de la variable condicionada a la de sus padres). De nuevo, esto sigue siendo posible independientemente de si la variable es discreta (la discretizada) o numérica. Para tratar la numérica, simplemente se trataría como una **distribución normal**.

Por lo tanto, en principio **sería posible construir el clasificador TAN** en este caso, aunque una de las variables estuviese sin discretizar.

# 2. Ejercicio 2

Para mayor claridad, se presenta una tabla con la **incertidumbre simétrica** (SU) de las cinco variables predictoras y la clase:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | **A** | **B** | **C** | **D** | **E** |
| **Y** | 0.134 | 0.350 | 0.063 | 0.386 | 0.005 |
| **A** |  | 0.001 | 0.009 | 0.001 | 0.003 |
| **B** |  |  | 0.012 | 0.011 | 0.002 |
| **C** |  |  |  | 0.012 | 0.000 |
| **D** |  |  |  |  | 0.011 |

**Apartado A:**

En este apartado, se identificará el subconjunto de variables seleccionadas utilizando un método **forward** (empezamos sin ninguna variable y vamos añadiendo variables de una en una, buscando añadir la que maximiza el evaluador) utilizando la técnica de **CFS**.

La fórmula a utilizar es la siguiente:

El conjunto inicial de variables elegidas es el conjunto vacío, por lo que el evaluador devolverá:

**Primera variable:**

Hay que elegir cuál de las cinco variables predictoras se elegirá primero. En este caso, tendremos una variable (n=1).

La variable que mejora más el evaluador si es añadida es **D**. Por tanto, esta será la primera variable añadida. Las variables seleccionadas actualmente son **{D}**, dando una evaluación de **0.386**.

**Segunda variable:**

Hay que elegir cuál de las siguientes cuatro variables predictoras se elegirá. Tendremos dos variables (n=2)

La variable que más mejora el evaluador al ser añadida es **B**. Además, la nueva evaluación (0.518) mejora a la anterior (0.386). Por tanto, esta variable será añadida. Las variables seleccionadas actualmente son **{D,B}** con una evaluación de **0.518**.

**Tercera variable:**

Hay que elegir cuál de las siguientes tres variables predictoras se elegirá. Tendremos tres variables (n=3)

La variable que más mejora el evaluador al ser añadida es **A**. A pesar de esto, la nueva evaluación (0.500) **no** mejora a la anterior (0.518). Por tanto, esta variable no será añadida.

Finalmente, las variables seleccionadas son **{D,B}** con una evaluación de **0.518**.

**Apartado B:**

En este apartado, se identificará el subconjunto de variables seleccionadas utilizando un método **backwards** (empezamos con todas las variables y las vamos eliminando de una en una, buscando maximizar el evaluador) utilizando la técnica de **MIFS**.

La fórmula a utilizar es la siguiente:

Para el valor de **beta** utilizaremos su valor por defecto (0.5)

El conjunto inicial de variables elegidas es el conjunto de todas las variables predictoras, por lo que el evaluador devolverá:

**Primera variable:**

Hay que elegir cuál de las cinco variables predictoras se eliminará primero:

La variable que más mejora el clasificador al ser eliminada es **E**. Además, el evaluador obtenido eliminando la variable (0.91) es mejor al obtenido previamente (0.907)

Por tanto, se eliminará la variable **E**. Las variables restantes son **{A,B,C,D}** con una evaluación de **0.91**.

**Segunda variable:**

Hay que elegir cuál de las cuatro variables predictoras restantes se eliminará:

La variable que mejor evaluación presenta al ser eliminada es la **C**. En cambio, esta nueva evaluación (0.864) **no** mejora respecto a la anterior (0.91). Por lo tanto, **no** se eliminará ninguna variable.

Finalmente, las variables seleccionadas son **{A,B,C,D}** con una evaluación de **0.91**.

**Apartado C:**

En este apartado, se utilizará el método **Ranker**. Este método consiste en ordenar las variables según una métrica univariada, y después elegir una cantidad de ellas (en orden, a partir de la primera variable)

En este caso, utilizaremos la **incertidumbre simétrica** con la clase como métrica (ya que es la que se nos ha proporcionado). Las cinco variables ordenadas son:

1. D (0.386)
2. B (0.350)
3. A (0.134)
4. C (0.063)
5. E (0.005)

Si elegimos el mismo número de variables que las que hemos obtenido utilizando CFS y MIFS, los conjuntos que se elegirán son:

**CFS (2 variables):** {D,B}

**MIFS (4 variables):** {D,B,A,C}

Como se puede observar, estos conjuntos son equivalentes a los obtenidos en los dos apartados anteriores.

**Apartado D:**

De los apartados anteriores, hemos obtenido dos subconjuntos:

* **{D,B}**, obtenido con CFS utilizando un método **forward**.
* **{A,B,C,D}**, obtenido con MIFS utilizando un método **backward**.

Lo primero y más evidente es que ambos subconjuntos **son distintos**. Esto se debe seguramente a que ambos conjuntos se corresponden con **óptimos locales distintos**. Al haber empezado ambos métodos desde puntos distintos, es normal que los óptimos que han alcanzado sean distintos.

Aun así, ambos subconjuntos contienen las variables **B** y **D**. Por tanto, podemos pensar que estas variables son las que mayor capacidad discriminatoria tiene. También se ve que ninguno de los dos subconjuntos contiene la variable **E**, por lo que probablemente no era útil a la hora de clasificar Y.

El subconjunto obtenido por backward contiene además las variables **A** y **C**. Es posible que ambas variables discriminen bien la clase cuando trabajan en conjunto y por eso se hayan conservado en backward (mientras que como forward añade las variables de una en una no pudiese observar esa mejora cuando están ambas variables presentes a la vez, ya que las prueba por separado).

Finalmente, se puede ver que el subconjunto obtenido por forward es **más pequeño** que el obtenido por backward. De nuevo, esto tiene sentido: en el método forward, empezamos con un conjunto de variables vacío y las vamos añadiendo una a una mientras mejore; mientras que en el método backward empezamos con todas las variables en el conjunto y las vamos eliminando una a una mientras mejore.

Por tanto, suponiendo que ambos encuentren un óptimo local pronto, el método forward habrá añadido pocas variables (y por tanto el conjunto resultante será pequeño) mientras que el método backward habrá eliminado pocas variables (y por tanto el conjunto resultante será grande)

# 3. Ejercicio 3

**Apartado A:**

Para obtener las tres muestras, utilizaremos **muestreo con reemplazo** (las instancias no se eliminan del conjunto de datos cuando se seleccionan, por lo que una misma instancia puede aparecer varias veces).

El muestreo debe hacerse de forma aleatoria. Por tanto, lo que haremos será ir añadiendo a la muestra la instancia que se corresponda con el siguiente número del generador aleatorio:

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Muestra 1** | | | | **Muestra 2** | | | | **Muestra 3** | | | |
| **ID** | **X** | **Y** | **Clase** | **ID** | **X** | **Y** | **Clase** | **ID** | **X** | **Y** | **Clase** |
| **1** | 1 | 1 | **+** | **3** | 2 | 1 | **\*** | **1** | 1 | 1 | **+** |
| **2** | 1 | 3 | **+** | **5** | 3 | 1 | **\*** | **2** | 1 | 3 | **+** |
| **3** | 2 | 1 | **\*** | **8** | 4 | 3 | **+** | **3** | 2 | 1 | **\*** |
| **4** | 2 | 3 | **\*** | **6** | 3 | 3 | **\*** | **4** | 2 | 3 | **\*** |
| **5** | 3 | 1 | **\*** | **4** | 2 | 3 | **\*** | **7** | 4 | 1 | **+** |
| **6** | 3 | 3 | **\*** | **2** | 1 | 3 | **+** | **8** | 4 | 3 | **+** |
| **1** | 1 | 1 | **+** | **3** | 2 | 1 | **\*** | **1** | 1 | 1 | **+** |
| **2** | 1 | 3 | **+** | **5** | 3 | 1 | **\*** | **2** | 1 | 3 | **+** |

**Apartado B:**

Para **bagging**, se realizará una iteración para cada muestra, aprendiendo un clasificador distinto en cada una de ellas. En este caso, aprenderemos **decision stumps** en todas las iteraciones.

Para simplificar los cálculos, utilizaremos Weka para obtener los decision stumps óptimos de cada muestra, aunque también podrían obtenerse estos *a ojo*.

**Iteración 1 (Muestra 1):**
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Por tanto, el modelo aprendido **(Modelo 1)** es:

**If X <= 1.5 then +**

**Else \***

**Iteración 2 (Muestra 2):**
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Por tanto, el modelo aprendido (**Modelo 2)** es:

**If Y <= 2 then \***

**Else +**

**Iteración 3 (Muestra 3):**
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Por tanto, el modelo aprendido **(Modelo 3)** es:

**If X <= 1.5 then +**

**Else \***

**Resultados con el conjunto de datos:**

Ahora comprobaremos el **accuracy** de cada modelo con el conjunto de entrenamiento entero, y posteriormente comprobaremos el accuracy del ensemble entero con el conjunto de entrenamiento.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Modelo 1** | | | | | |
| **ID** | **X** | **Y** | **Clase esperada** | **Clase obtenida** | **Acierto/ Fallo** |
| 1 | 1 | 1 | **+** | **+** | Acierto |
| 2 | 1 | 3 | **+** | **+** | Acierto |
| 3 | 2 | 1 | **\*** | **\*** | Acierto |
| 4 | 2 | 3 | **\*** | **\*** | Acierto |
| 5 | 3 | 1 | **\*** | **\*** | Acierto |
| 6 | 3 | 3 | **\*** | **\*** | Acierto |
| 7 | 4 | 1 | **+** | **\*** | Fallo |
| 8 | 4 | 3 | **+** | **\*** | Fallo |

El modelo 1 tiene un **accuracy** de

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Modelo 2** | | | | | |
| **ID** | **X** | **Y** | **Clase esperada** | **Clase obtenida** | **Acierto/ Fallo** |
| 1 | 1 | 1 | **+** | **\*** | Fallo |
| 2 | 1 | 3 | **+** | **+** | Acierto |
| 3 | 2 | 1 | **\*** | **\*** | Acierto |
| 4 | 2 | 3 | **\*** | **+** | Fallo |
| 5 | 3 | 1 | **\*** | **\*** | Acierto |
| 6 | 3 | 3 | **\*** | **+** | Fallo |
| 7 | 4 | 1 | **+** | **\*** | Fallo |
| 8 | 4 | 3 | **+** | **+** | Acierto |

El modelo 2 tiene un **accuracy** de

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Modelo 3** | | | | | |
| **ID** | **X** | **Y** | **Clase esperada** | **Clase obtenida** | **Acierto/ Fallo** |
| 1 | 1 | 1 | **+** | **+** | Acierto |
| 2 | 1 | 3 | **+** | **+** | Acierto |
| 3 | 2 | 1 | **\*** | **\*** | Acierto |
| 4 | 2 | 3 | **\*** | **\*** | Acierto |
| 5 | 3 | 1 | **\*** | **\*** | Acierto |
| 6 | 3 | 3 | **\*** | **\*** | Acierto |
| 7 | 4 | 1 | **+** | **\*** | Fallo |
| 8 | 4 | 3 | **+** | **\*** | Fallo |

El modelo 3 tiene un **accuracy** de

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Ensemble** | | | | | | | | |
| **ID** | **X** | **Y** | **Clase esperada** | **Clase Modelo 1** | **Clase Modelo 2** | **Clase Modelo 3** | **Clase Mayoría** | **Acierto/ Fallo** |
| 1 | 1 | 1 | **+** | **+** | **\*** | **+** | **+** | Acierto |
| 2 | 1 | 3 | **+** | **+** | **+** | **+** | **+** | Acierto |
| 3 | 2 | 1 | **\*** | **\*** | **\*** | **\*** | **\*** | Acierto |
| 4 | 2 | 3 | **\*** | **\*** | **+** | **\*** | **\*** | Acierto |
| 5 | 3 | 1 | **\*** | **\*** | **\*** | **\*** | **\*** | Acierto |
| 6 | 3 | 3 | **\*** | **\*** | **+** | **\*** | **\*** | Acierto |
| 7 | 4 | 1 | **+** | **\*** | **\*** | **\*** | **\*** | Fallo |
| 8 | 4 | 3 | **+** | **\*** | **+** | **\*** | **\*** | Fallo |

Finalmente, el **accuracy** del ensemble para todo el conjunto de entrenamiento es de **.**

Este accuracy no mejora realmente al del modelo 1 o 3 para todo el conjunto de entrenamiento, pero esto se debe a que el ensemble elige la clase de la entrada usando voto por mayoría. Como los modelos 1 y 3 son iguales y únicamente hay 3 modelos en el ensemble, la mayoría (y por tanto el ensemble) elegirá lo mismo que esos modelos.

**Apartado C:**

En este caso realizaremos **boosting**, concretamente AdaBoost. Para este método utilizaremos el conjunto de entrenamiento directamente sin muestreo, y en cada iteración aprenderemos un modelo basado en el modelo que aprendimos en la iteración anterior.

De nuevo, los modelos que aprenderemos serán **decision stumps**. Otra vez utilizaremos Weka, aunque sería posible aprender estos arboles *a ojo* teniendo en cuenta los pesos de los casos.

Lo primero es describir primero los pesos de los casos del conjunto de entrenamiento:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **ID** | **X** | **Y** | **Clase** | **Peso** |
| **1** | 1 | 1 | **+** | 0.125 |
| **2** | 1 | 3 | **+** | 0.125 |
| **3** | 2 | 1 | **\*** | 0.125 |
| **4** | 2 | 3 | **\*** | 0.125 |
| **5** | 3 | 1 | **\*** | 0.125 |
| **6** | 3 | 3 | **\*** | 0.125 |
| **7** | 4 | 1 | **+** | 0.125 |
| **8** | 4 | 3 | **+** | 0.125 |

**Iteración 1:**

![](data:image/png;base64,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)El modelo aprendido por Weka para esta iteración es el siguiente:

**If X <= 1 then +**

**Else \***

Ahora podemos calcular la clase obtenida con el nuevo modelo para cada uno de los casos, y (posteriormente) calcular los pesos ajustados:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Iteración 1** | | | | | | | | |
| **ID** | **X** | **Y** | **Clase esperada** | **Peso original** | **Clase obtenida** | **Acierto/ Fallo** | **Peso ajustado** | **Peso normalizado** |
| 1 | 1 | 1 | **+** | 0.125 | **+** | Acierto |  | 0.083 |
| 2 | 1 | 3 | **+** | 0.125 | **+** | Acierto |  | 0.083 |
| 3 | 2 | 1 | **\*** | 0.125 | **\*** | Acierto |  | 0.083 |
| 4 | 2 | 3 | **\*** | 0.125 | **\*** | Acierto |  | 0.083 |
| 5 | 3 | 1 | **\*** | 0.125 | **\*** | Acierto |  | 0.083 |
| 6 | 3 | 3 | **\*** | 0.125 | **\*** | Acierto |  | 0.083 |
| 7 | 4 | 1 | **+** | 0.125 | **\*** | Fallo |  | 0.25 |
| 8 | 4 | 3 | **+** | 0.125 | **\*** | Fallo |  | 0.25 |

De estos resultados, podemos calcular las siguientes métricas del modelo:

Tras calcular los pesos ajustados, es posible calcular la **constante de normalización** para normalizar los pesos (siendo esta constante la suma de todos los pesos sin ajustar):

**Iteración 2:**
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**If X <= 3 then \***

**Else +**

Ahora podemos calcular la clase obtenida con el nuevo modelo para cada uno de los casos, y (posteriormente) calcular los pesos ajustados:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Iteración 2** | | | | | | | | |
| **ID** | **X** | **Y** | **Clase esperada** | **Peso original** | **Clase obtenida** | **Acierto/ Fallo** | **Peso ajustado** | **Peso normalizado** |
| 1 | 1 | 1 | **+** | 0.083 | **\*** | Fallo |  | 0.25 |
| 2 | 1 | 3 | **+** | 0.083 | **\*** | Fallo |  | 0.25 |
| 3 | 2 | 1 | **\*** | 0.083 | **\*** | Acierto |  | 0.05 |
| 4 | 2 | 3 | **\*** | 0.083 | **\*** | Acierto |  | 0.05 |
| 5 | 3 | 1 | **\*** | 0.083 | **\*** | Acierto |  | 0.05 |
| 6 | 3 | 3 | **\*** | 0.083 | **\*** | Acierto |  | 0.05 |
| 7 | 4 | 1 | **+** | 0.25 | **+** | Acierto |  | 0.15 |
| 8 | 4 | 3 | **+** | 0.25 | **+** | Acierto |  | 0.15 |

De estos resultados, podemos calcular las siguientes métricas del modelo (asumimos que la suma de todos los pesos normalizados es 1):

Tras calcular los pesos ajustados, es posible calcular la **constante de normalización** para normalizar los pesos:

**Iteración 3:**
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**If X <= 1 then +**

**Else +**

Esto equivaldría al siguiente ZeroR:

**\_ +**

Ahora podemos calcular la clase obtenida con el nuevo modelo. Al ser la última iteración, no será necesario calcular nuevos pesos.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **ID** | **X** | **Y** | **Clase esperada** | **Peso original** | **Clase obtenida** | **Acierto/ Fallo** |
| 1 | 1 | 1 | **+** | 0.25 | **+** | Acierto |
| 2 | 1 | 3 | **+** | 0.25 | **+** | Acierto |
| 3 | 2 | 1 | **\*** | 0.05 | **+** | Fallo |
| 4 | 2 | 3 | **\*** | 0.05 | **+** | Fallo |
| 5 | 3 | 1 | **\*** | 0.05 | **+** | Fallo |
| 6 | 3 | 3 | **\*** | 0.05 | **+** | Fallo |
| 7 | 4 | 1 | **+** | 0.15 | **+** | Acierto |
| 8 | 4 | 3 | **+** | 0.15 | **+** | Acierto |

De estos resultados, podemos calcular las siguientes métricas del modelo:

**Accuracy del ensemble**

Finalmente, se calculará el accuracy del ensemble con el conjunto de entrenamiento. Para esto, se utilizará un **voto normalizado por el peso** de cada modelo del ensemble. La clase que tenga un valor superior será la clase elegida por el ensemble. Toda la información necesaria está recogida en la siguiente tabla:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Accuracy** | | | | | | | | | | |
| **ID** | **X** | **Y** | **Clase esperada** | **Clase Modelo 1** | **Clase Modelo 2** | **Clase Modelo 3** | **Peso Clase +** | **Peso Clase \*** | **Clase Ensemble** | **Acierto/Fallo** |
| 1 | 1 | 1 | **+** | **+** | **\*** | **+** | **1.242** | 0.807 | **+** | Acierto |
| 2 | 1 | 3 | **+** | **+** | **\*** | **+** | **1.242** | 0.807 | **+** | Acierto |
| 3 | 2 | 1 | **\*** | **\*** | **\*** | **+** | 0.693 | **1.356** | **\*** | Acierto |
| 4 | 2 | 3 | **\*** | **\*** | **\*** | **+** | 0.693 | **1.356** | **\*** | Acierto |
| 5 | 3 | 1 | **\*** | **\*** | **\*** | **+** | 0.693 | **1.356** | **\*** | Acierto |
| 6 | 3 | 3 | **\*** | **\*** | **\*** | **+** | 0.693 | **1.356** | **\*** | Acierto |
| 7 | 4 | 1 | **+** | **\*** | **+** | **+** | **1.5** | 0.549 | **+** | Acierto |
| 8 | 4 | 3 | **+** | **\*** | **+** | **+** | **1.5** | 0.549 | **+** | Acierto |

La importancia de cada clasificador es la siguiente:

**Modelo 1:** 0.549

**Modelo 2:** 0.807

**Modelo 3:** 0.693

Además, el cálculo del peso para cada clase en cada instancia en el ensemble es el siguiente:

|  |  |  |
| --- | --- | --- |
| **ID** | **Peso Clase +** | **Peso Clase \*** |
| **1** | 0.549+0.693 = 1.242 | 0.807 |
| **2** | 0.549+0.693 = 1.242 | 0.807 |
| **3** | 0.693 | 0.549+0.807 = 1.356 |
| **4** | 0.693 | 0.549+0.807 = 1.356 |
| **5** | 0.693 | 0.549+0.807 = 1.356 |
| **6** | 0.693 | 0.549+0.807 = 1.356 |
| **1** | 0.807+0.693 = 1.5 | 0.549 |
| **2** | 0.807+0.693 = 1.5 | 0.549 |

El **accuracy** de este ensemble es del **100%**, ya que acierta (clasifica correctamente) todos los casos del conjunto de entrenamiento.